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Introduction
In 2024’s so-called year of elections, fears abounded over how generative artificial intelli-
gence (GenAI) would impact voting around the world.1 However, as with other game-chang-
ing technologies throughout history, the sociopolitical risks of GenAI extend far beyond 
direct threats to democracy. As GenAI is leveraged to power “intelligent” products, made 
available for public use, adopted into routine business and personal activities, and used to 
refactor whole government and industry workflows, there are major opportunities for these 
disruptions to have negative consequences as well as positive ones. 

These consequences will be hard to identify for two reasons. First, GenAI is being integrated 
into already complex processes. When the outputs of such processes change, it can be hard 
to trace changes back to their root causes. Second, most processes—whether in industry, 
government, or our personal lives—are not sufficiently well understood to allow detection of 
changes, especially those that are just emerging.

Informed policy that leads to beneficial change is extremely challenging to develop without 
being able to measure the material impacts of GenAI on governance, social services, crimi-
nal activities, health services, and myriad other aspects of social, political, and personal life. 
The act of measurement is necessary to help identify negative consequences that warrant 
prioritization and to understand whether claimed threats are over-hyped or under-recog-
nized. Without measurement, we may fail to target policies directly towards issues that need 
the most attention. Worse, we may risk making changes that yield worse outcomes than the 
status quo. 
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This is the central problem we consider here. While democracies should be concerned about 
the potential impact of new technologies introduced into the information environment, how 
can those changes (good or bad) be measured? The Information Environment Project at the 
Carnegie Endowment for International Peace convened a workshop to explore this question 
in the context of common fears about the use of GenAI. The workshop ran in person with 
sixteen participants,2 comprising investigators tracking GenAI abuses and researchers with 
experience measuring change, and was informed by a prior literature review to identify 
pre-existing knowledge gaps and points of debate.  

Through the course of the workshop, we identified four foundational questions whose answers 
will underpin any serious scientific attempts to measure the changes wrought by GenAI in a 
given information ecosystem: 

• What detection methods can reliably indicate that a piece of content is 
AI-generated?

• What is the baseline against which change in the ecosystem will be measured? 

• Is the information ecosystem under observation complex and sprawling, with 
numerous variables and multiple sub-systems impacting each other, or more con-
trolled, with fewer inputs and variables that a third party can more readily observe?

• Besides the new technology, what other factors influence the system, and how can 
they be accounted for?

 Starting Point: Knowledge Gaps
A significant issue in tackling this topic is a lack of clarity around AI. The concept means 
many things to different people, leading to confusion on what exactly is being discussed.3 

Broadly speaking, AI is a collection of tools that allow computers to perform sophisticated 
functions. GenAI is a subset of these technologies, consisting of deep-learning systems that 
use training data to produce high-quality text, images, and other content.4 Given the role 
of GenAI in generating content, known abuses of these tools tend to be tied to the use of 
preexisting technologies such as social media. Investigators participating in the workshop 
shared that GenAI had been used in influence operations to create fake accounts, avatars, 
and websites.5 It has also reportedly been used to impersonate people, both to produce 
defamatory content6 and to bolster the credibility of financial frauds,7 romance scams,8 or 
inaccurate voting information.9 These use cases suggest that GenAI is often used with other 
communication tools. The fragmented nature of the information ecosystem, and the relative 
scarcity of reporting on AI-generated activity other than content distribution, mean that 
current knowledge of the role that AI plays, alone and in combination with other technolo-
gies, remains limited.
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 Fears Without Measures

Threats posed by the abuse of GenAI are frequently the focus of research papers, but impact 
measurements remain few and far between. We conducted a literature review of eighty-six 
journal articles and reports published between 2019 and 2024 that discussed the harms of 
GenAI on the information environment.10 Of the eighty-six articles, thirty were published 
in 2024 alone. Many of them featured fears of how GenAI could be abused. Just over a 
third of the papers feared that democratic decisionmaking would be undermined by GenAI, 
while a little more than one-fifth worried, respectively, that such tools would make influence 
operations easier to scale, be used for persuasion, or decrease trust in institutions. Just nine 
of those eighty-six papers claimed to measure impact, consisting of either surveys or exper-
iments whereby respondents were asked if they could discern between AI and human-gen-
erated content, felt they trusted in their ability to do so, or tested to assess if exposure to 
GenAI content affected their memory. All of these studies were conducted as one-off lab 
experiments on limited topic areas and mediums.11 Two further publications provided sug-
gestions for how impact could be measured on a societal level, such as by measuring changes 
in levels of trust over time, the prevalence of synthetic content, or by studying the aftermath 
of natural experiments such as policy shocks.12 

As developments in GenAI are relatively recent, existing literature focuses primarily on 
projected risks rather than observed ones and has mainly been conducted in experimental 
settings. However, there are limitations to what we can learn from experiments, which 
assume that a single piece of content can be isolated as the main cause for people formu-
lating a belief or decision. The reality is messier than that. Many variables go into human 
decisionmaking. Replicating the environment in which people form beliefs is extremely 
difficult, as it would need to consider preexisting notions, the various means for accessing 
information, and the scale and repetition of exposure of different types of information to 
put the content created by GenAI in context. To measure real-world consequences, there is a 
need to supplement existing lab-based studies with observational data collected from real-life 
settings where GenAI is used. In other words, it requires understanding the systems in 
which GenAI content is experienced. This makes some forms of impact measurement more 
practicable than others.  

 What Did We Do?

It’s clear that while feared threats related to the use of GenAI are receiving attention, 
measurements about their impact remain a gap in the literature. Thus, the workshop was 
designed to foster exploration of how an observable change thought to be caused by a specif-
ic use of GenAI could potentially be measured. To achieve this, the group was led through 
several interactive steps.

As a first step, participants were asked to come to a consensus on common feared outcomes 
related to the use of GenAI, following an initial briefing from investigators on abuses of the 
technology they had identified in their work. Using the KJ Method, participants were asked 
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to articulate what precisely they feared would change as a result of GenAI, then directed to 
group these fears into categories and prioritize ones that were the most concerning.13 This 
was then followed by a discussion aimed at identifying what events would have to happen 
in each scenario that would be clear indicators that the feared outcome had come to pass. 
These scenarios might not represent all potential feared outcomes of GenAI, but can be used 
as exemplars to guide exploration on paths to identifying impact and measurement. Seven 
categories of concern emerged related to the use of GenAI:

1. Healthcare (including the use of AI for diagnosis, self-diagnosis, and medical 
note-taking);  

2. The legal system (including the use of AI to prepare cases, as well as the possible 
presence of AI-generated evidence); 

3. Scams;

4. The creation of AI-generated child sexual abuse material (CSAM); 

5. Information flows around natural disasters (including the rapid provision of accu-
rate and inaccurate information); 

6. Elections (including the provision of accurate or deceptive information); and

7. The generation of nonconsensual intimate media.

Many of these examples involved criminal activity, possibly reflecting the grave social 
concerns many participants investigate in their work. These issues were also reflected in the 
literature review.  

As these scenarios have considerable overlap with problems that existed before the introduc-
tion of GenAI, participants then worked together as a group to brainstorm how GenAI-
specific tools would change the situation. In so doing, participants were asked to identify 
an observable change that might be caused by GenAI, while also considering other possible 
causes and what would be required to measure GenAI’s role in those changes. In pairs, 
participants then worked on a respective scenario to propose an approach to measuring an 
observable change in relation to that feared outcome.

While the topics discussed and approaches to measurement varied greatly, participants 
coalesced around four foundational questions. Answering these will be critical for designing 
experiments and approaches to measure the change caused by the use of generative AI in a 
given field. 
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 Four Foundational Questions

 What Detection Methods Can Be Used Reliably? 

Almost across the board, the first common need identified was the ability to detect that 
GenAI was, in fact, used to generate an output. Several methods exist that hold potential, 
but further study is needed to assess their reliability at scale.

In six of the seven scenarios discussed, the ability to detect AI-generated content was essen-
tial to the research question of measuring the change brought on by the technology’s use. 
This poses a challenge for measurements, as means for detecting AI-generated material are 
still emerging, and as such, the accuracy of existing detection methods remains contested.14 

Currently, there are three main detection methods. The first two detect GenAI content 
after the output is created, while the third form of detection is enabled during the content 
creation process.

Both perceptual and computational methods of detection aim to identify the use of GenAI 
after content has been created.15 With the perceptual method, individuals rely on their 
perceptions to assess the authenticity of a piece of content. This can include detecting 
facial asymmetries or the alignment of eyes on AI-generated faces or noticing temporal 
inconsistencies between video frames and the accompanying audio.16 This puts the onus on 
consumers and investigators to detect AI-generated content, which will become increasingly 
tricky as output quality continues to improve.17 The computational method involves using 
technological methods to identify GenAI, through tools such as machine-learning classifiers 
or databases of inauthentic content. Both the perceptual and computational methods are of 
varying reliability and scalability.

The third common approach focuses on identifying the provenance of content, attempt-
ing to tie the output to its progenitor. A commonly proposed approach includes adding 
a label or watermark to verify that a piece of content is AI-generated. This incorporates 
a provenance-based approach into synthetic pipelines, adding digital watermarking into 
AI-generated content so that it can be traced back to a specific engine. Another approach in-
volves developing provenance methods for showing that a piece of media is not AI-generated 
and is what it claims to be.18 The provenance of non-AI-generated content is exemplified by 
the Content Authenticity Initiative, which has created an end-to-end technical specification 
to validate authentic content. The initiative plans to help third-party individuals and orga-
nizations adopt Content Credentials-enabled capture devices and applications, which can 
cryptographically hash recorded content and its optional metadata. This data will then be 
stored on a centralized trust list. When a user interacts with the media, a publisher that uses 
the protocol can validate content provenance and show that it is authentic.
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Both methods have their limitations. Watermarks can easily be faked, removed, or ignored.19 

Provenance methods will be difficult to enforce with nonmajor GenAI services, such as 
open-source models and tools. Requiring provenance as a sign of credibility, however, may 
create an advantage for major providers, leading to a monoculture of models and further 
concentration of power. These challenges will continue to make measuring potential changes 
caused by GenAI difficult.

One exception might be the health scenario, which is within the more controlled system 
of a hospital or health provider. If such providers use GenAI for purposes like note-taking 
or diagnosis, this could be clearly recorded, allowing a high-confidence study. Conversely, 
though, if patients use GenAI to self-diagnose, there will still be a need to detect somehow 
that the technology was used. In this example, the situation is perhaps more challenging 
than in other scenarios in the sense that the diagnosis might not have been shared beyond a 
prompt response to the patient directly, and worse, that the patient is unable to confirm they 
had used GenAI to inform their health choices, along with any other resources they might 
have consulted. Measuring such health impacts would require the cooperation of GenAI 
companies and health service providers to connect usage with outcomes, raising serious 
privacy and ethical considerations for how such studies could be conducted. 

 What Is the Baseline Against Which Change Will Be Measured?

By nature, change is the act of something different occurring than what was before. For 
it to be measurable, something must be observably altered. This requires a baseline of the 
situation before, against which the altered state (or lack thereof) can be assessed. However, 
baselines may be more difficult to collect if that information had not been systematized in 
the past, or if measurements are needed on more intangible factors such as public sentiment. 
In some scenarios, more than one baseline may be necessary, further complicating what 
needs to be studied. 

Some scenarios lend themselves to a degree of baseline comparison more readily than others. 
For example, given the nature of fraud, being both illegal and tied to financial loss, online 
scams were tracked and analyzed before the introduction of GenAI. It is possible to measure 
whether there has been growth in successful scams against currently reported levels of mon-
etary loss. While the detection of all potential uses of GenAI, such as in phishing emails, 
might be challenging, it might be possible to isolate cases whereby media (images, audio, or 
video) were generated to appear to be someone known to the target and used. Presumably, 
targets would have been able to confirm after the fraud whether the media used was real if 
they had reported it to authorities. At a minimum, the increase in usage and the total costs 
of such fraud could be measured. Building on past assessments, it is possible to determine 
cascading costs related to the well-being of victims and costs associated with victims access-
ing public services they might have been able to afford if they hadn’t been defrauded.20
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For other scenarios, setting a baseline is more challenging. As mentioned, many studies (and 
indeed news coverage) point to the potential for GenAI to increase the scale of threats like 
influence operations or disinformation. Setting aside the relationship between the scale of 
content production and the ability to reach an audience, which is complex and nonlinear, 
measuring the extent to which GenAI enhances these threats would still require a baseline 
for what such operations produced before the introduction of GenAI. However, most work 
on known examples of disinformation and influence operations consists of unsystematized 
case studies and investigations. There is a critical requirement for meta studies and longitudi-
nal analysis across examples to establish a baseline for the presence of such a phenomenon. 

Another commonly expressed fear in the literature was that GenAI would lead to change 
in generalized attitudes, such as trust in knowledge or democracy. This fear, while strongly 
held, is a difficult outcome to measure at that level of abstraction. For something to be mea-
surable, there needs to be some observable change specific enough that it could be measured, 
and a causal link between the input (creation of AI content) and output (lowered trust) that 
can reliably exclude or hold constant other possible influencing factors. Baseline measure-
ments here would need to establish both the prevalence of an attitude (“I do not trust”) and 
the current panoply of sources that underpin it, so that changes in sources and attitudes 
could both be identified over time. To understand the complex series of questions that 
establishing a baseline might involve, we focused on one subset of this larger concern that 
emerged from our literature review and which is of particular concern in academic articles: 
fears over an increase in fabricated academic articles leading to an erosion of knowledge.  

Measuring the change in the reliability of academic articles would first require an assessment 
of the historical prevalence of (non-AI-generated) unreliable articles. For example, in the 
pre-AI era, how many were rejected for publication or were accepted and then retracted? 
Retractions could, in theory, be measured, as there are databases that track this activity;21 

setting a baseline for rejected papers would require some form of insight from the existing 
mitigants in the academic field: the peer reviewers and editors who rejected certain papers. 
If those baseline figures could be established, a longitudinal study could then assess whether 
the rate of rejections and retractions is rising or falling. Given adequate detection capabilities 
(as discussed above), this could, in turn, provide a measurement of the prevalence (or lack 
thereof) of AI-generated scientific articles. This approach would need to be paired with a 
longitudinal survey or poll of opinions about the reliability of scientific articles or trust in 
scientific knowledge. Therefore, this question would require not one baseline but two. 

 Is the System Under Consideration Complex or More Controlled?

In exploring possible approaches to measuring change, it is also essential to consider whether 
the information system under question is more controlled, with fewer inputs and variables, 
such as a court or hospital system, or more complex and sprawling, with numerous variables 
and multiple subsystems impacting each other, such as a society, democracy, or the informa-
tion environment. 
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More controlled systems lend themselves more readily to measurement, especially under 
circumstances where the use of GenAI is routinely recorded. For example, a hospital using 
GenAI for recordkeeping or diagnosis may record that fact.22 The closed nature of the 
medical system would then make it easier for researchers to evaluate whether overall health 
outcomes improve or deteriorate, as all relevant changes can be tracked in patients’ electronic 
health records and hospitals’ integrated AI models. Assuming a high level of compliance 
from hospitals, that can decrease the number of external influences or inaccessible sources 
of information that researchers will have to worry about. If researchers want to measure how 
GenAI affects the accuracy of doctors’ diagnoses, they can work with hospitals and doctors 
to access patient data, conversations with patients, and doctors’ LLM activity and use. 
Then, they can calculate how often doctors implement the output they receive from GenAI 
models, and see if instances of GenAI use correlate to an increase or decrease in patients’ 
adverse outcomes. 

A court of law is also a more controlled system that maintains records over time. This makes 
it possible to establish baselines for comparison. For example, if the question is whether 
evidence created or manipulated by GenAI might increase wrongful convictions, then a 
starting point would be to monitor and assess cases that used media as evidence after the 
introduction of GenAI tools. If the use of GenAI can reliably be identified in the future, 
then it becomes possible to measure changes in case outcomes before and after the introduc-
tion of faulty GenAI “evidence.” In a similar vein, another approach might look at cases that 
used media as evidence before the introduction of GenAI to baseline acquittal rates using 
arguments that the evidence was fabricated versus similar arguments made in cases after 
the technology’s introduction.23 It might also be possible to assess changes in case outcomes 
where GenAI was used to complete paperwork or draft submissions to the court. The detec-
tion issue could be overcome by requiring courts to include a question asking those involved 
in a case to indicate if and how GenAI was used and then comparing case outcomes from 
periods before such tools existed.

Policing CSAM is also a relatively controlled system, given the illegality of storing such 
content. A concern identified in the literature review and by workshop participants was 
that GenAI would lead to an increase in synthetic CSAM, which would strain investigative 
resources working to track down and save abused children. The detection issue remains a 
problem, but assuming there are baselines on investigative operations, it would be possible 
to measure changes in the volume of content reported to the United States’ National Center 
for Missing & Exploited Children and efficacy rates in finding and saving real children both 
before and after the introduction of GenAI. 

Conversely, complex and sprawling systems feature a far wider range of potential variables, 
a patchwork of technologies and systems potentially impacting the greater whole, and a far 
more fragmented pattern of data ownership and access to study it. Rather than working 
with one healthcare provider or court in a closed system, an analysis of change in a complex 
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system such as a society or democracy would require the ability to assess and weigh against 
each other many concurrent, perhaps contradictory sources. Research aimed at understand-
ing the change due to GenAI in a complex system, therefore, presents significantly greater 
challenges that should be built into the design of any experiment or study. 

 How Complex Is the System, and How Can Its Complexity  
Be Accounted For? 

A related but distinct challenge pertains to the complexity of the system to be studied. The 
complexity of a system is shaped by the number of interlocking factors that may influence 
outcomes within it. 

The greatest measurement challenge identified throughout our workshop was that complex 
systems are exceptionally difficult to study. They comprise many interrelated processes and 
variables that all might affect particular outcomes. In poorly understood complex systems, 
like the information environment, conducting measurements to assess change or impact is 
even more challenging. Designing valid studies in these complex environments will most 
likely require the ability to account for a very large number of confounding factors over time.

This complexity applies in both technological and human aspects of measurement devel-
opment: technological, in the interplay between GenAI and other technologies, such as 
distribution platforms, that makes it difficult to separate the impact of GenAI from that of 
other technologies; human, in the interplay between factors that make it unclear whether 
GenAI or other sociopolitical factors contribute to human decisionmaking. 

Many of the abuse examples raised by investigators at the workshop involved means of 
distribution like social media, mass media, and influencers. It is not merely the use of 
GenAI that could cause a change, but its use in conjunction with several other technologies, 
many of which remain poorly understood in the context of changes within the information 
environment. For example, feared outcomes related to the degradation of reliable search 
returns—such as how fabricated or hallucinated results might make it difficult for people to 
evacuate during disasters or find reliable medical information—might require understanding 
several interconnected processes, working backward from how results are identified and 
curated by search engines. It isn’t merely the presence of GenAI-created outputs, like fake 
academic papers or news articles, but how they interrelate to the wider system. This would 
require a greater degree of understanding as to how the search engines work. Are they using 
GenAI themselves? What training material is being used to develop them? What factors do 
search engines use to select and sort results? The answers to these questions can help shed 
light on whether GenAI or other technological influences are the cause of change. In the 
past, website traffic, hyperlinks, citations, and social media trends were factors for sorting 
online search returns. If that still holds, assessing the legitimacy of those activities introduces 
the need for detection across multiple processes.
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Beyond the role of technology, many of the most prevalent fears about the use of GenAI are 
related to human decisionmaking, whether in crisis situations or political events. 

One scenario discussed during the workshop was the impact of GenAI information on peo-
ple’s responses to disasters. This was considered a potentially tractable area for measurements 
because some outcomes in real-world incidents (such as the number of evacuations versus 
the number of people who refused evacuation) can be observed and measured. However, the 
critical gap is the ability to isolate the causation of any particular human decision (stay or go) 
and attribute it to one single piece of information. Due to the complexity of the system, each 
piece of content is filtered through many potential avenues for accessing information, some 
of which are poorly understood. In past disasters, people failed to follow evacuation orders 
because they didn’t receive them,24 didn’t understand evacuation instructions, or couldn’t 
afford to leave.25 Logistics for evacuation are complex (for example, figuring out which 
evacuation route to use or shelter to go to).26 If people have trouble navigating information 
online, this could delay evacuation plans. This is further complicated when communication 
services are lost.27 The projected scale of the disaster can also shape evacuation decisions, the 
demographics of people affected (whether they are low-income, have pets, or have disabled 
family members),28 and other geographical factors that might make evacuation difficult. 
These are variables that researchers have identified in studying past evacuations, which 
provide insight and some baseline to compare how the situation might change after the 
introduction of GenAI. These causes have primarily been identified through surveys con-
ducted after natural disasters. All of these variables would need to be controlled to measure 
the role of GenAI in evacuations as it is added to this information ecosystem. 

Attempts to understand the threats posed by nonconsensual intimate media targeting 
women are another example of how complex systems are difficult to evaluate. A rise in such 
material is a legitimate fear. In one 2019 study, of the 14,678 synthetic videos where a wom-
an’s face was superimposed on another’s body found online, 96 percent were pornographic.29 

Barring significant changes, the situation will likely worsen with better tools for creating 
nonconsensual intimate media. It’s also likely that the use of such material to target women 
in politics would further discourage women from participating in politics.30 However, mea-
suring GenAI as the specific cause will still be challenging. The most direct rate, surveying 
women over time who left politics to identify their reasons for doing so, risks retraumatizing 
those who departed because of nonconsensual intimate media. There might also be concerns 
about listing this as the reason when the person wants to avoid drawing more attention to 
the existence of such material. The sad reality is that women in politics are likely to face a 
wide variety of gendered harassment, making it difficult to pinpoint the exact instance that 
led someone to leave politics. 

The most common fear across the literature reviewed in this project, as well as in the abuses 
mentioned by those articles and workshop attendees, was the erosion of democracy. The 
feared abuses in this category were more numerous than any other. They ranged from the 
deliberate to the unintentional. In the first category was AI content generated by a malicious 
actor with the intent to deceive or suppress voting.31 Other fears stemmed from chatbots 
hallucinating incorrect responses about the political process, such as voting locations. 
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Breaking these fears down into discrete categories allows researchers to identify scenarios 
where potential sources of information may be more accessible to enable measurement of 
changes within an ecosystem. For example, in the United States, voter suppression is illegal. 
This means that official information on incidents of voter suppression, such as providing 
false information on polling locations, is available—albeit at the state level.32 It would also 
be possible to survey voters to understand who had planned to vote, what information they 
consulted, and if this led them to the correct place to do so or not. If content created using 
GenAI can be identified as the reason for people not voting, the impact could be measured 
by the number of people who would have voted had they received reliable information. This 
would be a subset of the larger question on the impact of GenAI on democracy, but it would 
be a potentially less complex and more realistically measurable one.

Democracy itself is a vastly complex system where many systems come together, from the 
proliferation of different social media platforms with varying standards of enforcement to 
the traditional media and their diverse audiences, to the local and national candidates and 
parties, to the mechanics of voting themselves. Establishing a single baseline for the health 
of democracy is a correspondingly complex undertaking: for example, Freedom House 
assesses the state of freedom in a country according to twenty-five distinct factors, including 
freedom of expression, but also freedom of association, the independence of the judiciary, 
and the conduct of elections.33 To understand how GenAI might be affecting democracy 
overall would require many different types of studies, assessing different factors, likely over 
time. As such, research into this question would require collaboration between many teams 
with different specializations. A project such as this could yield immensely valuable results, 
but the complexity of the undertaking should not be underestimated. 

 Conclusions
Measuring the impact of something in the information environment is challenging at the 
best of times. That doesn’t mean it shouldn’t be tried, but rather that attempts need to be 
realistic and explicit about what can be achieved. The more evident and direct the use of 
GenAI and more specific the observable change in relation to its use, the greater the chances 
of measuring that impact. 

Conversely, where the use of GenAI is one among many processes within a complex 
system—especially if that system is, in turn, affecting another complex system—the more 
challenging those possible changes are to measure. Known use cases of GenAI in closed 
systems are easier to measure. Whereas complex systems introduce many variables, making 
it more difficult to pinpoint causation.
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The studies with the greatest chance of credible and informative findings will be those which 
can effectively answer the four foundational questions that emerged from our workshop. 
How will the study reliably detect GenAI content? How will it define the baseline against 
which change is measured? Is the system to be studied sprawling or controlled? And how can 
the complexity of the system be assessed and mitigated? 

Understanding the role that GenAI plays in information ecosystems will be crucial as the 
technology advances, and ever more AI providers enter the field. The foundational questions 
identified in our workshop are designed to inspire further research that seeks to address the 
question of identifying and measuring the impact of GenAI on society. This paper offers 
a path to identifying and measuring these changes that can be adopted by researchers and 
applied by policymakers in assessing the quality of attempted measurements.
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